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Pei, Qiangyu, et al. "CoolEdge: hotspot-relievable warm water cooling for energy-efficient edge datacenters." ASPLOS 2022.
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Xu, Mengwei, et al. "From cloud to 

edge: a first look at public edge 

platforms." IMC 2021.
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A smartphone!
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Many SoCs!
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Monolithic vs. Decentralized
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(b) The overview of a physical server.

(a) The conceptual architecture. (c) The internal PCB board with 5 SoCs.
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Our proposal of SoC-Cluster
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Server in 2U rack

SoC-Cluster
(60x Snapdragon 865)

Conventional 
GPU Server (4 x 
NVIDIA V100)

CPU 400 cores < 100 cores

Accelerators 50x Adreno GPUs
➢ 50 TFLOPS
50x Hexagon DSPs
➢ 750 TOPS

400 TFLOPS

Memory 600GB < 200GB

Disk (Flash) 10TB 10TB
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• Mobile cloud gaming
• De facto app served by SoC-Clusters

• Business success: Genshin Impact

• Running natively on mobile SoCs with Android container
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• Mobile cloud gaming
• De facto app served by SoC-Clusters

• Business success: Genshin Impact

• Running natively on mobile SoCs with Android container

• Challenges
• Performance isolation for multi-game parallelism

• Resource-intensive games on out-of-date SoCs
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• Dominant use case of public edge platforms (e.g., video conference, 

live streaming)

• SoC-Cluster is good at this with its Low-power CPUs and hardware 
codecs
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• SoC-Cluster is good at this with its Low-power CPUs and hardware 
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• Challenges
• FFmpeg on SoC CPUs works well, but doesn’t support encoding on 

hardware codec

FFmpeg for Android only supports 
decoding but not encoding
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• Live video transcoding
• Dominant use case of public edge platforms (e.g., video conference, 

live streaming)

• SoC-Cluster is good at this with its Low-power CPUs and hardware 
codecs

• Challenges
• FFmpeg on SoC CPUs works well, but doesn’t support encoding on 

hardware codec

• HW-accel transcoding demand: LinkedIn LiTr for single video 
transcoding

• Lack of unified task scheduling framework
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• Deep learning serving
• Use cases at the edge: AR/VR, autonomous driving, intelligent 

cameras

• A good fit for SoC-Cluster: (1) energy-intensive (2) heterogeneous 
processors like GPU, DSP, NPU for acceleration

• Mobile DL is blossoming!

• Impressive energy-efficiency and comparable throughput (shown in 
later exp)

Autonomous driving Speech Translation Intelligent Cameras
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• Deep learning serving
• Use cases at the edge: AR/VR, autonomous driving, intelligent 

cameras

• A good fit for SoC-Cluster: (1) energy-intensive (2) heterogeneous 
processors like GPU, DSP, NPU for acceleration

• Mobile DL is blossoming!

• Impressive energy-efficiency and comparable throughput (shown in 
later exp)

• Challenges
• High inference latency on large models: collaborative inference across 

SoCs for large DNN models (e.g., YOLOv5x, ResNet-152)
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• Database systems
• Basic building block of Internet services: Amazon Dynamo, Meta memcached, etc.

• I/O intensive apps: massive parallelism, independent concurrent operations

• Fast flash storage on each SoC!

• Each SoC: 256GB SK-Hynix flash storage
• Sequential R/W: 1,733 and 328 MiB/s

• Random R/W: 24 and 34 MiB/s

• Performance: comparable to an 
enterprise Samsung SSD, faster than a 
Seagate HDD on traditional edge servers.

• In total, 15.36 TB storage, 1GiB/s rand I/O.

Measured by fio
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• Stream processing
• Massive data generated by IoT devices at the edge

• Fit for SoC-Cluster: multiple CPU cores (60 * 8) and enough memory 
bandwidth (60 * LPDDR5 DRAM)
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• Stream processing
• Massive data generated by IoT devices at the edge

• Fit for SoC-Cluster: multiple CPU cores (60 * 8) and enough memory 
bandwidth (60 * LPDDR5 DRAM)

• Mobile-computation offloading
• Run mobile-native software seamlessly

• Offloading hot spots code regions

• Critical challenge: low-latency state synchronization



Case studies

• Live video transcoding
• Software: FFmpeg & LiTr[1]

• Datasets: 3 videos picked from vbench[2]

• Metrics: throughput, energy efficiency, video quality

• Deep learning serving
• Software: TVM@Intel CPU; TensorRT@NVIDIA GPU; TFLite@SoC

• Model: ResNet-50 (FP32/INT8)

• Metrics: latency, throughput, energy efficiency

• Alternative hardware (a traditional edge server)
• A 40-core Intel Xeon Gold 5218R processor

• 8 * NVIDIA A40 GPU
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Live video transcoding
• SoC hardware codec 

improves throughput up 
to 3x (compared to SoC
CPU).

• An SoC-Cluster can
transcode180–1,860 
streams collectively.

• 40-core Intel CPU: 20-310 
streams

• Equals to 30-53 A40 GPUs
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Substantially 

higher throughput 

even on SoC CPU.



Live video transcoding
• SoC Codec can 

transcode 26–167 
frames per Joule, up 
to 15.18× higher than 
the Intel CPU and up 
to 13.92× higher than 
the NVIDIA A40 GPU.
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SoC CPU/Codec 

both deliver higher 

energy efficiency!



Live video transcoding
• SoC CPU (SW encoder): 

almost the same quality 
as Intel CPU/NVIDIA GPU.

• SoC Codec (HW encoder): 
slightly poorer quality 
than others. 

• Mainly due to the loose 
quality/bitrate 
requirements of mobile 
encoders inherently.
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SoC CPU is more 

suitable for quality-

sensitive apps.



Deep learning serving
• For FP32 model: an SoC-

Cluster delivers a max 
throughput at 2,640 FPS.

• Equals to 132-core Intel CPU.

• Equals to ~1 NVIDIA A40 GPU.

• For INT8 model: an SoC-
Cluster delivers a max 
throughput at 6,840 FPS.

• Close to a NVIDIA A40 GPU.
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Higher throughput than CPU 

servers; 

Slightly lower throughput 

than GPU servers.



Deep learning serving

• SoC GPU/DSP provide 
higher energy efficiency 
than the traditional edge 
server.

• SoC GPU is 7x/1.8x 
energy efficient than Intel 
CPU/NVIDIA A40 GPU.

• SoC DSP shows higher 
energy efficiency than 
SoC GPU.
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Deep learning serving

• SoC-Cluster is good at 
scaling its workloads 
with low energy 
consumption.

• NVIDIA GPU: BS (64 to 1), 
EF (10.2 to 2.8).

• SoC-Cluster: each SoC 
works with BS=1, low 
power.

• Idle SoCs can also be 
turned off!
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Deep learning serving

• SoC GPU/DSP deliver 
much lower latency than 
its CPU.

• 8.8ms on SoC DSP is 
eligible for most edge 
apps!

• NVIDIA GPU delivers 
much lower latency with 
a small batch size, but a 
higher energy cost.

• A single SoC is not likely 
to achieve satisfactory 
latency on large DNNs 
(e.g., YOLOv5x, BERT).
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Takeaways

• Time to reconsider the edge server design
• Why inherit the legacy from clouds

• An extreme design: SoC-Cluster
• Massive, low-power, sub-10 nm chips.

• Each SoC is heterogeneous itself (with GPU/NPU).

• Commercial success in mobile cloud gaming services.

• A set of experiments that demonstrates the pros/cons of

SoC-Cluster over traditional servers.
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Open to any discussion or debate!
mwx@bupt.edu.cn


